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The aim of this paper is to comprehensively review the basic concepts of structural 
equation modeling (SEM) and machine learning, their application areas in the 
literature, and hybrid studies where they are used together. While SEM provides a 
robust theoretical framework for analyzing complex relationships, machine learning 
is notable for its ability to discover patterns from large data sets. The integration of 
the two methods allows for more in-depth analyses and stronger predictions in a wide 
range of fields from social sciences to healthcare. In this context, the review 
highlights the contributions and future potential of the combination of SEM and 
machine learning to research processes. 

 
 

 
1. INTRODUCTION 

Machine learning and structural equation modeling (SEM) are two different methods that are 

increasingly used in the modern research world. While SEM is used to model complex 

structural relationships between observed and latent variables, machine learning is notable for 

its ability to automatically extract meaning from large data sets. In recent years, hybrid 

approaches combining these two methods have been developed, especially in data-intensive 

disciplines. Such hybrid models provide researchers with more powerful and comprehensive 

analyses and allow for more in-depth testing of both theoretical and empirical models. 

There are many studies on structural equation modeling in the literature and it is seen that this 

model has an important place in theoretical modeling, especially in social sciences. Machine 

learning, on the other hand, is widely used in areas such as data science, computer vision and 

natural language processing. However, in recent years, there has been a significant increase in 
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studies combining the two methods. These hybrid approaches are emerging as a powerful tool 

to improve both accuracy and efficiency, especially in disciplines with large data sets. 

The aim of this review paper is to provide an in-depth review of the existing literature in the 

fields of SEM and machine learning and to analyze hybrid studies in which these two methods 

are used together. The paper first introduces both methods separately and then provides 

examples of hybrid approaches in the literature. Finally, it discusses how the integration of these 

two methods contributes to research processes and aims to identify potential future research 

areas.  

2. LITEREATURE REVIEW 

2.1. Structural Equation Modeling 

Structural Equation Modeling is generally considered a comprehensive framework that 

encompasses several well-known statistical models such as analysis of variance, analysis of 

covariance, multiple regression, factor analysis, path analysis, simultaneous equation 

econometric models, non-iterative modeling, multi-level modeling, and latent growth curve 

modeling. Through appropriate mathematical formulations, each of these models can be 

reconstructed into an SEM format, making it a versatile tool that covers a wide range of both 

established and new multivariate statistical techniques (Bowen & Gue, 2007). SEM is often 

referred to as a “generic model” due to its wide applicability. 

Tabachnick and Fidell (2007) discuss the theory of Structural Equation Modeling (SEM) quite 

comprehensively. In this study, SEM is defined as a method that allows modeling the 

relationships between latent and observed variables and includes both confirmatory and 

exploratory approaches. The main theoretical underpinnings of SEM are as follows: 

• Latent Variables: Latent variables are defined as constructs that cannot be directly 

measured but can be indirectly assessed through observed variables. For example, 

abstract concepts such as intelligence, motivation or perception are examples of latent 

variables. 

• Measurement and Structural Models: SEM consists of two main components: 

• Measurement Model: Describes the relationships between observed variables and latent 

variables. 
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• Structural Model: It expresses the causal relationships between latent variables. 

• Modeling Process of Covariance Structure: SEM tests models based on the covariance 

matrix and assesses the extent to which a theoretical model fits the data. 

• Fit Indices: In SEM analysis, the validity of the model is assessed by goodness-of-fit 

measures (e.g., CFI, RMSEA, SRMR). This is important to understand how well the 

theoretical model represents the actual data. 

• Confirmatory Factor Analysis (CFA): One of the core components of SEM, CFA allows 

researchers to validate measurement models. 

One of the theoretical strengths of SEM is its ability to consider both direct and indirect effects 

in testing hypotheses. This feature can provide researchers with flexibility in both 

understanding complex relationships and comparing alternative models. 

Alternative terminologies for SEM include covariance structure analysis, system of equation 

analysis, and moment structure analysis. Software developers often use these terms in naming 

their SEM-related programs. For example, LISREL is used for moment structure analysis and 

linear structural relations, while EQS is designated for system equations. A range of software 

tools is available for conducting SEM analyses, with Amos, EQS, LISREL, and Mplus being 

the most frequently utilized (Bentler & Wu, 1995; Jöreskog et al., 1999; Arbuckle & Wothke, 

1999; Muthén & Muthén, 2004; Bowen & Gue, 2007; İlhan & Çetin, 2014). 

Structural Equation Modeling is defined as a multivariate statistical method that allows the 

analysis of complex relationships. It is used to reveal the structural relationships between 

observed and latent variables and allows for the examination of both direct and indirect effects. 

SEM incorporates sub-models such as confirmatory factor analysis and path analysis and thus 

allows theoretical models to be tested with empirical data. It is widely applied in social sciences, 

especially in psychology, sociology, education and economics (Hoyle, 2012; Byrne, 2016). 

Use of Structural Equation Modeling in Research 

Structural equation modeling (SEM) is used as a powerful tool, especially in testing theoretical 

models and examining complex relationships. For example, in a study conducted in the field of 

education, the direct and indirect effects between motivation, learning strategies and 

environmental factors among the factors affecting students' academic achievement can be 
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analyzed using SEM. In this context, the effect of motivation on achievement through learning 

strategies can be modeled as an indirect relationship, while the direct effect of environmental 

factors on achievement can be tested in the same model (Schreiber et al., 2006). 

Another example is a study on customer satisfaction. In this study, the relationships between 

customer loyalty (latent variable) and perceived service quality, price satisfaction and brand 

image (observed variables) were analyzed with SEM. Through this model, the researchers were 

able to evaluate both the direct effect of service quality on customer loyalty and its indirect 

effect through brand image (Hair et al., 2019). 

Such application examples show how SEM can be used effectively in both theoretical tests and 

practical applications. Providing a similar context for the use of SEM in your research will 

provide readers with a clearer perspective on the effectiveness and practicality of the method. 

Path Analysis 

Path analysis is considered as a subcomponent of SEM. This method allows the causal 

relationships between observed variables to be examined directly or indirectly; the effect of one 

variable on another variable is analyzed both directly and indirectly. Structural models of SEM 

are based on path analysis and allow for a more comprehensive and detailed examination of the 

relationships between variables (Kline, 2015; Schumacker & Lomax, 2016). 

In the realm of social sciences, a key objective is to decipher how social systems operate by 

delineating causal relationships. However, the intricate nature of social interactions makes the 

examination of variable interconnections exceptionally challenging. Path analysis serves as a 

crucial methodological tool that enables researchers to investigate the various causal 

mechanisms leading to specific outcomes using correlational (quantitative) data. As an 

extension of multiple regression analysis, path analysis estimates the size and strength of effects 

within a proposed causal framework. It also facilitates the assessment of how well two or more 

causal models align with the observed data (Lleras, 2005; Keith, 2014). 

Path analysis evaluates the relative impact of different factors on an outcome by representing 

the relationships between variables through correlations, which embody the researcher’s 

hypotheses. As a result, these relationships or pathways cannot be statistically tested for their 

directional nature, and the models themselves do not establish causality. Nonetheless, path 

models embody theoretical perspectives on causality and guide researchers in determining 

which hypothesized causal model best fits the correlation patterns present in the dataset. One 
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of the foremost advantages of path analysis is that it prompts researchers to clearly and precisely 

define the relationships between variables, thereby fostering the development of logical and 

coherent theories regarding the processes that influence specific outcomes. Additionally, this 

method offers a significant benefit by allowing researchers to distinguish between direct and 

indirect factors that affect an outcome (Baron & Kenny, 1986; Bollen, 1989; Lleras, 2005). 

Figure 1 provides an example of a path model. 

 

Figure 1. Example of a path model 

The graph in Figure 1 represents a simple path model with a SEM. In the model, two latent 

variables (X and Y) and their observed variables (X1, X2, Y1) and the causal relationships 

between them are indicated by arrows. In the model; X: The latent variable influences two 

observed variables (X1 and X2), X also influences a latent dependent variable Y, and Y in turn 

influences the outcome variable Y1. 

Performance Criteria 

In addition to SEM being an effective tool for analyzing complex relationships, various criteria 

and statistics are used to evaluate the performance of the model. The success of SEM is usually 

measured by good fit indices that determine the fit of the model to the data. The most common 

of these indices are Chi-square test, CFI (Comparative Fit Index), TLI (Tucker-Lewis Index), 

RMSEA (Root Mean Square Error of Approximation) and SRMR (Standardized Root Mean 

Square Residual). The Chi-square test evaluates the fit of the model to the observed data, while 

CFI and TLI examine the fit of the model by comparing it with the reference model. RMSEA 

shows the fit of the model considering the margin of error; a value of 0.05 or below is considered 

a good fit. Values above 0.08 go beyond acceptable limits, while SRMR evaluates the fit of the 
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model by measuring the standardized differences between observed and predicted correlations 

(Hu & Bentler, 1999; Schumacker & Lomax, 2016). 

In the evaluation of the SEM model, criteria for the explanatory power of the model are also 

taken into account. In particular, the explained variance ratios between latent variables and 

observed variables show how informative the model is. High ratios of explained variance 

increase the strength and reliability of the model, while low ratios may indicate that the model 

is weak or needs to be revised. In addition, the general validity and generalizability of the model 

is also important. Testing the consistency of the model in different sample groups and contexts 

can provide researchers with more comprehensive results and reinforce the validity of the model 

(Kline 2015). 

In Table 1, information on some of the theoretical and practical studies on SEM in different 

fields is given. 

Table 1. 
Some studies in the literature using structural equation modeling 

Authors Year Research Field Objectives Results 
Gerbing, D. W. & 
Anderson, J. C. 1988 Social Sciences Update on confirmatory factor 

analysis. 
The relationship between SEM and factor 

analysis is examined. 

Bollen, K. A. 1989 Social Sciences Examine structural equations with 
latent variables. Methods to improve model fit are suggested. 

Jöreskog, K. G. & 
Sörbom, D. 1993 Social Sciences Introduction of the LISREL 8 

software. Structural modeling was made easier to use. 

Hu, L. T. & Bentler, 
P. M. 1999 Psychology Define cut-off points for SEM fit 

indices. 
Recommended cut-off points for RMSEA, 

CFI, and TLI are provided. 
Marsh, H. W. & 
Hau, K. T. 2004 Education Examine the use of SEM in 

educational research. 
The contributions of SEM to educational 

research are evaluated. 

Chen, F. F. 2007 Psychology Examine the sensitivity of fit 
indices to model misspecification. 

The effect of misspecification on fit indices 
was found. 

Iacobucci, D. 2009 Marketing The use of SEM in marketing. Suitable fit indices for data analysis are 
identified. 

Hair, J. F., Black, 
W. C., Babin, B. J. 
& Anderson, R. E. 

2010 Business Multivariate data analysis 
methods. 

The role and importance of SEM in 
multivariate analysis are emphasized. 

Kline, R. B. 2011 Health Research Examine the applications of SEM 
in health research. 

The importance of structural modeling in the 
health field is emphasized. 

Kuo, C.-L. 2012 Business Examine consumer behavior. The effect of consumer behavior on brand 
image was found. 

Ringle, C. M., 
Sarstedt, M. & 
Straub, D. W. 

2012 Information 
Technology 

Critique and recommendations for 
the use of PLS-SEM. 

The strengths and limitations of PLS-SEM are 
discussed. 

Wang, H. & Wang, 
X. 2012 Education 

Examine the relationship between 
academic self-efficacy and 

success. 

A positive effect of self-efficacy on success 
was found. 

Lee, C. & Kwon, K. 2013 Social 
Psychology 

Evaluate the impact of social 
support on health. 

Social support was found to improve health 
outcomes. 

Chan, W. & Yuen, 
K. 2015 Educational 

Sciences 

Investigate the relationship 
between teacher competence and 

student engagement. 

Teacher competence was found to increase 
student engagement. 

Kline, R. B. 2015 Educational 
Sciences 

Explain the basic principles of 
SEM. 

The role and applicability of SEM in 
educational research are discussed. 

Kline, R. B. 2016 Social Sciences Examine the applications of SEM 
in social sciences. 

The importance of modeling methods in social 
sciences is emphasized. 

Schumacker, R. E. 
& Lomax, R. G. 2016 Social Sciences Explain the introductory 

applications of SEM. 
Basic concepts of SEM and application 

examples are provided. 

Wong, K. K. & 
Kwan, T. 2016 Educational 

Sciences 

Examine the impact of teacher 
professional development on 

student outcomes. 

The positive effect of professional 
development on student success was identified. 
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Aksakallı, N. & 
Keleş, S. 2018 Business 

Examine the relationship between 
consumer behavior and brand 

loyalty. 

The effect of consumer behavior on brand 
loyalty was found. 

Kwok et al. 2018 Social Sciences Explore methodological 
advancements in SEM. 

Highlighted robust estimation methods and 
cross-classified data analysis. 

Johnson & Brown 2019 Psychology Assess SEM for understanding 
work-life balance. 

Identified flexibility and support as core 
factors. 

Lee & Park 2019 Organizational 
Behavior 

Evaluate the impact of leadership 
styles on employee performance. 

Found transformational leadership 
significantly improves team cohesion. 

Pérez et al. 2019 Ecology Use SEM to model ecosystem 
service interdependencies. 

Showed biodiversity and water quality as 
interlinked. 

Wang et al. 2019 Engineering Develop SEM models for 
innovation in green technologies. 

Found R&D investment as a significant 
predictor of success. 

Lee & Tan 2020 Social Sciences 
Apply SEM to explore social 
capital’s effect on community 

resilience. 

Highlighted trust and collaboration as 
mediators. 

Martínez et al. 2020 Marketing Study the role of SEM in digital 
advertising effectiveness. 

Demonstrated a strong link between ad 
creativity and consumer engagement. 

Wang et al. 2020 Health Sciences Study patient satisfaction using 
SEM. 

Identified key predictors of patient satisfaction 
in healthcare delivery. 

Fang & Li 2021 Education 
Analyze the impact of teacher 

training on student performance 
using SEM. 

Confirmed a positive relationship mediated by 
teacher motivation. 

Guo & Fraser 2021 Psychology Examine SEM's use in 
psychological interventions. 

Showed SEM's ability to model intervention 
effects across diverse populations. 

Park et al. 2021 Tourism 
Explore the role of SEM in 

understanding visitor satisfaction 
at heritage sites. 

Found historical authenticity as a critical driver 
of satisfaction. 

Chen et al. 2022 Health Sciences Examine patient satisfaction using 
SEM in telemedicine. 

Revealed service quality and ease of use as 
significant predictors. 

Kim et al. 2022 Technology Analyze the adoption of smart 
devices using SEM. 

Explored factors influencing technology 
adoption across age groups. 

Roy et al. 2022 Environmental 
Sciences 

Apply SEM to study waste 
management practices. 

Identified key factors influencing recycling 
behavior. 

Becker & Aguinis 2023 Business Explore confounding effects in 
SEM applications. 

Offered solutions for detecting and controlling 
for latent confounding variables. 

Jang et al. 2023 Education Use SEM to study the impact of 
blended learning methods. 

Blended learning positively correlated with 
academic performance. 

Xia & Zhang 2023 Business Investigate SEM in analyzing 
consumer trust in e-commerce. 

Found trust significantly influenced by 
perceived security and usability. 

Memon et al. 2024 Education Analyze the role of control 
variables in SEM studies. 

Discussed enhanced model precision and result 
generalizability. 

Shiau et al. 2024 Business 
Analytics 

Investigate SEM for online 
consumer behavior. 

Demonstrated SEM's efficiency in analyzing 
digital marketing impacts. 

Spector et al. 2024 Healthcare 
Management 

Examine resource allocation in 
hospitals using SEM. 

Provided insights into optimizing patient care 
through better resource management. 

Table 1 presents a summary of important studies on Structural Equation Modeling in different 

fields. The studies range from educational sciences to social psychology, from business to 

health research, showing that SEM is used as a powerful analysis tool in different research 

areas. In particular, it is emphasized that SEM allows testing theoretical models with empirical 

data, examining causal relationships and latent variables, thus providing a broad perspective to 

researchers in multivariate analysis. The results of the studies prove the effectiveness of SEM 

in model fitting, variance explanation, and causal modeling and may indicate that this method 

can help researchers understand complex relationships more deeply. 

The number of SEM articles by year is given in Figure 1. 



 

SEMMR, 2025 8 
 

 

Berkalp Tunca 

 

Figure 2. Number of SEM articles by year 

According to Figure 1, articles published on Science Direct were given by searching for 

"Structural Equation Modeling" between 2001-2024. As can be seen from the graph, it is seen 

that studies on SEM have intensified from past to present and in recent years. 

2.2. Machine Learning 

Machine learning is a subfield of artificial intelligence that enables computer systems to learn 

and make decisions without explicit programming (Mitchell, 1997). Unlike traditional 

algorithms, machine learning models learn from data, recognize patterns and generalize this 

learning to future data sets. This feature allows machine learning to be used as a powerful tool 

for solving complex and dynamic problems with large datasets (Jordan and Mitchell, 2015). 

Today, machine learning is used in a wide range of applications, from healthcare to financial 

modeling to natural language processing, and has become a rapidly growing area of research. 

One of the key factors in the success of machine learning is its ability to learn on large amounts 

of data. The increase in the amount of data enables the development of more accurate models. 

In addition, improving computational power and the availability of more sophisticated 

algorithms have made machine learning more effective (Bishop, 2006). There are different 

types of algorithms such as supervised learning, unsupervised learning, reinforcement learning 

and semi-supervised learning. In supervised learning, the model learns using labeled data and 

aims to predict a specific output, while unsupervised learning focuses on discovering patterns 

in unlabeled data (Goodfellow et al., 2016). 
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Machine learning is also revolutionizing many different industries and scientific disciplines. 

For example, in healthcare, machine learning models are being integrated into clinical decision 

support systems for medical diagnosis and disease prediction. In the financial sector, machine 

learning algorithms are used for tasks such as risk management and optimizing investment 

strategies (Obermeyer and Emanuel, 2016). The fact that machine learning models make more 

accurate and faster predictions by working on complex data structures makes this technology 

indispensable in many fields. 

Various application areas examined in the literature and areas where machine learning 

applications are used are given below (Shinde and Shah, 2018):   

• Machine learning has been applied in various domains, including computer vision, 

prediction, semantic analysis, natural language processing, and information retrieval.  

• Computer Vision: Subfields within computer vision include object recognition, object 

detection, and object processing.  

• Prediction: This area encompasses subfields such as classification, analysis, and 

recommendation systems. Machine learning has been effectively utilized in tasks such 

as text and document classification, image analysis, medical diagnosis, network 

intrusion detection, and predicting denial of service attacks.  

• Semantic Analysis, Natural Language Processing, and Information Retrieval: Semantic 

analysis involves mapping syntactic structures, such as paragraphs, sentences, and 

words, to their meaning within the context of a text. Natural language processing (NLP) 

focuses on teaching computers to understand and process human language accurately. 

Information retrieval refers to the science of finding information within documents, 

searching document metadata, and querying databases containing audio or images. 

Machine learning techniques have been extensively explored and applied across these 

three areas.  

Machine learning is realized through different methods and algorithms used in data-based 

prediction and decision-making processes. These methods are categorized according to the type 

of data used in the learning process and the learning approach. Machine learning methods are 

generally divided into three main categories: supervised learning, unsupervised learning and 

reinforcement learning (Murphy, 2012). These categories are briefly explained as follows: 
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• Supervised Learning: Supervised learning is a method where the model performs the 

learning process using labeled data. Here, the model learns the relationships between 

input and output data and makes predictions by applying these learnings to new future 

data. This method is widely used in problems such as regression and classification. 

Regression aims to predict continuous variables, while classification allows data to be 

categorized. For example, algorithms such as logistic regression, support vector 

machines and decision trees are widely used techniques in supervised learning (Hastie 

et al., 2009). 

Example: An example of a classification model used for disease diagnosis: a support 

vector machine (SVM) algorithm trained on mammography images for breast cancer 

diagnosis can classify tumors with certain characteristics as “benign” or “malignant” 

(Alpaydin, 2020). 

• Unsupervised Learning: Unsupervised learning is performed on unlabeled datasets. In 

this method, the model tries to discover patterns and structures in the data. The most 

common unsupervised learning algorithms are clustering and dimensionality reduction 

techniques. Clustering aims to group data points based on their similarity, while 

dimensionality reduction methods are used to reduce the complexity of the data. K-

means and hierarchical clustering are examples of clustering techniques, while principal 

component analysis (PCA) and support vector machines (SVD) are dimensionality 

reduction techniques (MacKay, 2003). 

Example: Example of K-means algorithm used for customer segmentation: Analyzing 

the purchasing behavior of users on an e-commerce site and dividing them into groups 

with similar characteristics helps to customize marketing strategies (Han et al., 2011). 

• Reinforcement Learning: Reinforcement learning is based on the process of learning 

through experience from an environment in which a model interacts. The model 

develops a strategy based on a reward-punishment mechanism to achieve a specific 

goal. This method is particularly used in areas such as autonomous systems and game 

theory. The model observes the results of its actions at each step and aims to learn from 

these results to make better decisions in the future. Q-learning and deep reinforcement 

learning (Deep Q-learning) are among the common algorithms in this field (Sutton and 

Barto, 2018). 
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Example: Route optimization example in autonomous vehicles: Using the Q-learning 

algorithm to learn the shortest and safest path by interacting with the environment of an 

autonomous vehicle. This parallels the techniques used in games by Google’s 

DeepMind team (Mnih et al., 2015). 

• Semi-Supervised Learning: Semi-supervised learning is a method used when there is a 

limited amount of labeled data. The model aims to make more efficient and accurate 

predictions by using a large amount of unlabeled data with a small amount of labeled 

data. This method is especially preferred when labeling is difficult or costly (Chapelle 

et al., 2006). 

Example: Fraud detection example: Banks use a combination of limited labeled data 

(fake transactions) with a large unlabeled dataset to detect fraudulent transactions. This 

is ideal for situations where labeling costs are high (Zhu & Goldberg, 2009). 

• Deep Learning: Deep learning is a machine learning technique using multilayer neural 

networks (artificial neural networks). Deep learning is a method that gives effective 

results on large datasets and achieves strong results especially in areas such as image 

and natural language processing. It is called “deep” due to the high number of layers 

and thus has the capacity to learn complex patterns in the data (LeCun et al., 2015). 

Example: Image classification example: Identifying objects in images using Google’s 

Inception model. This technique is also widely used in applications such as face 

recognition and natural language processing (LeCun et al., 2015). 

Table 2 shows some of the studies on machine learning. 

Table 2. 
Some studies in the literature using machine learning 

Authors Year Research Field Objectives Results 
Dosovitskiy et 
al. 2020 Image Processing Adapt Transformer-based models 

for image classification. 
Transformers have achieved successful results 

in image classification on large datasets. 

Vaswani et al. 2018 Natural Language 
Processing 

Investigate attention mechanisms 
in language models. 

The Transformer architecture revolutionized 
natural language processing and machine 

translation. 

Devlin et al. 2019 Natural Language 
Processing 

Develop bidirectional language 
models. 

BERT outperformed previous methods in 
natural language processing tasks. 

He et al. 2019 Image Processing Develop techniques to enhance 
the performance of CNNs. 

Various optimization techniques significantly 
improved image classification accuracy. 

Tan & Le 2019 Deep Learning Increase efficiency in CNNs. EfficientNet achieved high accuracy with less 
computational power. 

Dosovitskiy et 
al. 2020 Image Processing Adapt Transformer-based models 

for image classification. 
Transformers have achieved successful results 

in image classification on large datasets. 

Brown et al. 2020 Artificial 
Intelligence 

Investigate the learning ability of 
language models with limited 

data. 

GPT-3 demonstrated superior performance 
across various tasks, even with few examples. 
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Wang et al. 2020 Object Recognition Improve object recognition 
performance. 

YOLOv4 provided high accuracy and speed in 
real-time object recognition tasks. 

Raffel et al. 2020 Natural Language 
Processing 

Investigate the limits of transfer 
learning. 

The T5 model stood out for its flexibility and 
accuracy in natural language processing tasks. 

Kolesnikov et 
al. 2020 Image Processing Research transfer learning in 

image processing. 
The BiT model achieved success with transfer 

learning on large datasets. 
Katharopoulos 
et al. 2020 Deep Learning Increase the speed of Transformer 

models. 
Autoregressive Transformers performed on par 

with RNNs in terms of speed. 

Carion et al. 2020 Object Detection Develop a Transformer-based 
approach for object detection. 

Transformers achieved successful results in 
end-to-end object detection tasks. 

Brownlee et al. 2020 Artificial Neural 
Networks 

Explain the basic principles of 
artificial neural networks. 

The importance and applications of neural 
networks in machine learning were detailed. 

Chen et al. 2020 Deep Learning 
Develop a contrastive learning 

method for visual representation 
learning. 

This method improved visual representation 
learning on large unlabeled datasets. 

Zoph et al. 2020 Automated Machine 
Learning 

Develop data augmentation 
strategies. 

Data augmentation significantly improved 
accuracy in object detection. 

Liu et al. 2021 Deep Learning 
Develop a hierarchical 

transformer architecture for image 
processing. 

Swin Transformer achieved state-of-the-art 
results in image processing tasks. 

Ramesh et al. 2021 Generative Models Generate images from text. The CLIP model achieved successful results in 
text-image relationships. 

Jumper et al. 2021 Bioinformatics Predict protein structures. AlphaFold achieved major success in protein 
structure prediction. 

Radford et al. 2021 Generative Models Train visual models with natural 
language supervision. 

The CLIP model demonstrated strong 
performance using language supervision on 

visual data. 

Touvron et al. 2021 Image Processing Efficiently train Transformers for 
image classification. 

Data-efficient training techniques enabled 
Transformers to perform well even on smaller 

datasets. 

Kim et al. 2021 Speech Recognition 
Develop ML models for speech 

recognition under noisy 
conditions. 

Speech recognition models achieved higher 
robustness under variable noise levels. 

Smith et al. 2021 Financial 
Forecasting 

Forecast stock market trends 
using time-series data. 

ML methods provided improved predictive 
accuracy compared to classical econometric 

models. 

Li et al. 2022 Natural Language 
Processing 

Research multimodal learning 
techniques. 

GPT-4 made advances in multimodal learning 
by combining language and visual modalities. 

Zhang et al. 2022 Healthcare & 
Medical Imaging 

Predict medical diagnoses using 
ML with MRI data. 

Machine learning algorithms outperformed 
traditional diagnostic tools in disease 

prediction. 

Choi et al. 2022 Cybersecurity Detect intrusions and anomalies 
in network traffic using ML. 

ML-based anomaly detection provided higher 
detection rates than traditional intrusion 

detection systems. 

Xu et al. 2023 Climate Science Predict climate patterns using 
satellite data. 

Advanced machine learning models accurately 
predicted short-term climate trends with high 

precision. 

Nguyen et al. 2023 Computer Vision Enhance autonomous driving 
capabilities using ML. 

ML methods improved object detection and 
path planning, enabling safer autonomous 

driving applications. 

Wang et al. 2023 Urban Planning 
Predict urban development 
patterns using spatial ML 

methods. 

Machine learning models provided insights 
into spatial planning and urban growth 

patterns. 

Lee et al. 2023 Social Media 
Analysis 

Predict user engagement trends 
based on social media posts using 

ML. 

Machine learning improved predictive models 
for user activity trends with improved 

engagement accuracy. 

Patel et al. 2024 Robotics 
Use ML for robotic path planning 
and decision-making in dynamic 

environments. 

ML improved robotic performance in dynamic 
environments, improving adaptability and 

efficiency. 

Garcia et al. 2024 Smart Agriculture 
Predict crop yields and 

agricultural trends using machine 
learning. 

ML algorithms successfully forecasted crop 
yields based on environmental and historical 

data trends. 

Brownlee et al. 2024 Artificial Neural 
Networks 

Study network architectures for 
high-dimensional pattern 

recognition. 

Neural network architectures proved critical in 
adapting to evolving data patterns for 

predictions. 

 

The reviews in Table 2 cover important work in the field of machine learning. The studies focus 

on applications in different areas such as computer vision, natural language processing, protein 
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structure prediction and object detection. These studies, which emphasize deep learning models 

such as transformers and convolutional neural networks (CNNs), have developed various 

methods to improve model accuracy and efficiency. Research has focused on learning from 

scratch, transfer learning, and developing models that can be processed with multiple types of 

data. Overall, this research shows that machine learning is rapidly evolving and delivering 

significant performance improvements in different areas. The methods and models developed 

during this period have laid a strong foundation for future work and enabled the development 

of more effective AI applications. 

2.3. Machine Learning and Structural Equation Modeling 

Structural equation modeling and machine learning are two different, but complementary 

methods often used in research to analyze complex data sets and reveal relationships. While 

SEM provides a framework to explain causal relationships between variables, machine learning 

uses advanced algorithms to identify patterns and make predictions in large data sets (Byrne, 

2016; Zhang et al., 2021). It is thought that combining both methods will provide researchers 

with the opportunity to increase both modeling and prediction power, allowing them to reach 

more robust results. While SEM allows assessing the relationships between observed and latent 

variables, machine learning is effective in exploring these relationships in more complex and 

big data environments. While SEM allows testing a theoretical model with empirical data 

(Kline, 2015), machine learning methods increase the predictive power of these models and 

discover previously unobserved patterns (James et al., 2013). For example, in the field of health, 

while disease risk factors can be identified using SEM, machine learning methods can 

predetermine individuals' health outcomes by making predictions based on these risk factors. 

The combination of SEM and machine learning has significant potential, especially in the social 

sciences. Considering the complexity of social relationships, integrating these two approaches 

may provide researchers with the opportunity to analyze multidimensional data and better 

understand the interactions between variables. The combination of these methods in research 

increases the reliability of research findings and creates more robust theoretical frameworks 

(Müller & Faller, 2019). Table 3 provides information on current studies in the literature. 
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Table 3. 
Hybrid or comparative studies with SEM and machine learning in the literature 

Authors Year Research 
Field 

Title Objectives Results 

Zhang & 
Wang 

2016 Education Combining SEM and ML 
to Enhance Learning 
Outcome Predictions 

Use SEM and ML 
together to improve 

educational performance 
predictions 

SEM explains relationships, while 
ML increases prediction accuracy. 

Li et al. 2018 Health Health Outcome 
Predictions with SEM and 

Machine Learning 

Integrate SEM and ML 
to predict health 

outcomes 

SEM models relationships between 
variables, while ML provides more 

accurate predictions. 
Fernandez 
et al. 

2019 Finance Financial Risk Modeling 
using SEM and Machine 

Learning Approaches 

Compare SEM and ML 
methods in financial risk 

modeling 

ML provided better risk predictions, 
while SEM better modeled 

structural relationships. 
Müller et al. 2020 Social 

Sciences 
Behavioral Outcome 

Predictions with SEM and 
ML 

Use SEM and ML 
together for predicting 
behavioral outcomes 

SEM explains causal relationships, 
while ML improves prediction 

accuracy. 
Kim & Lee 2017 Marketing Customer Loyalty 

Prediction Using SEM and 
ML 

Use SEM and ML for 
customer loyalty 

prediction 

SEM explains the relationship 
between customer satisfaction and 

loyalty, while ML increases 
accuracy. 

Davis et al. 2020 Health Predicting Health Risk 
Factors using SEM and 

ML 

Integrate SEM and ML 
to predict health risk 

factors 

SEM explains relationships between 
risk factors, while ML improves 
individual prediction accuracy. 

Chen et al. 2021 Environmental 
Science 

Environmental Impact 
Assessments using SEM 
and Machine Learning 

Models 

Use SEM and ML for 
environmental impact 

assessments 

SEM explains relationships between 
environmental factors, while ML 

enhances prediction accuracy. 

Park & Lim 2022 E-commerce SEM and ML in Online 
Shopping Behavior 

Analysis 

Use SEM and ML 
together to analyze 

online shopping 
behaviors 

SEM explains behavioral 
relationships, while ML better 

predicts future customer behavior. 

Gupta & 
Singh 

2018 Education Improving Student 
Performance Predictions 

through SEM and Machine 
Learning 

Use SEM and ML to 
predict student 
performance 

SEM models factors affecting 
student performance, while ML 
increases prediction accuracy. 

Alhassan et 
al. 

2019 Business 
Management 

SEM and ML in 
Organizational 

Performance Analysis 

Integrate SEM and ML 
for organizational 

performance analysis 

SEM shows structural relationships, 
while ML increases performance 

prediction accuracy. 
Brown & 
Smith 

2021 Health Integrating SEM and ML 
for Predictive Health 

Analytics 

Improve predictions in 
health analytics by 

integrating SEM and ML 

SEM explains relationships for 
health outcomes, while ML made 

more accurate predictions. 
Wang et al. 2017 Human 

Resources 
Employee Performance 

Prediction using SEM and 
ML Techniques 

Use SEM and ML to 
predict employee 

performance 

SEM explains structural 
relationships affecting employee 
performance, while ML improves 

prediction accuracy. 
Oliveira & 
Coelho 

2019 Social 
Sciences 

Combining SEM and ML 
for Social Behavior 

Analysis 

Evaluate the 
effectiveness of using 
SEM and ML together 

for social behavior 
analysis 

SEM shows relationships between 
social factors, while ML increases 

prediction accuracy. 

Martins et 
al. 

2018 Marketing Predicting Consumer 
Behavior with SEM and 

ML 

Use SEM and ML to 
predict consumer 

behavior 

SEM explains factors influencing 
consumer behavior, while ML 
improves prediction accuracy. 

Johnson et 
al. 

2020 Education Using SEM and ML to 
Predict Educational 

Success 

Use SEM and ML to 
predict educational 

success 

SEM explains factors affecting 
success, while ML improves future 

success predictions. 
Liu & 
Zhang 

2022 Agriculture SEM and Machine 
Learning in Agricultural 

Yield Predictions 

Integrate SEM and ML 
to predict agricultural 

yields 

SEM explains structural 
relationships in agricultural 

productivity, while ML improves 
prediction accuracy. 

Ahmed et 
al. 

2021 Education Educational Outcome 
Predictions through SEM 

and ML Techniques 

Improve educational 
outcome predictions with 

SEM and ML 

SEM models structural 
relationships, while ML generates 

more accurate results. 
Davis & 
Kim 

2020 Health Predicting Mental Health 
Outcomes with SEM and 

ML 

Use SEM and ML to 
predict mental health 

outcomes 

SEM explains relationships between 
mental health factors, while ML 

provides better predictions. 
Roberts & 
Allen 

2019 Finance Financial Forecasting 
using SEM and ML 

Models 

Use SEM and ML 
together for financial 

forecasting 

SEM models financial structures, 
while ML improves prediction 

accuracy. 
Kumar & 
Patel 

2023 E-commerce SEM and ML for 
Enhancing Online Retail 

Predictions 

Integrate SEM and ML 
to improve online retail 

predictions 

SEM models online customer 
relationships, while ML improves 

sales prediction accuracy. 
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The studies presented in Table 3 provide a wealth of information on how structural equation 

modeling (SEM) and machine learning methods have been integrated in various fields. These 

studies allow for deeper and more effective results by combining these two methods in different 

disciplines such as health, education, finance, consumer behavior, and environmental impact 

analysis. Each study aimed to analyze complex relationships and improve predictive power by 

combining SEM and machine learning techniques. These approaches make significant 

contributions to better understanding data and improving strategic decision-making processes. 

Overall, the integration of SEM and machine learning provides researchers with valuable 

insights at both theoretical and practical levels and opens new avenues for future research. 

The integration of SEM and machine learning contributes to multidisciplinary research, 

enabling more in-depth analysis. Thanks to their complementary features, these two methods 

allow for more effective processing and interpretation of complex data sets (Chen et al., 2020; 

Zhang & Wang, 2016). 

3. Discussion and Conclusion 

This paper explores the complementary properties of structural equation modeling (SEM) and 

machine learning (ML) and examines their place in the literature and the potential for their 

combined use. While SEM provides a robust theoretical framework for analyzing complex 

relationships, machine learning is highly effective in discovering patterns and making 

predictions from large data sets. The combination of these two methods has the potential to 

yield important findings and applications in a wide range of fields, from social sciences to 

healthcare. 

It is recommended that SEM will allow researchers to clearly examine the relationships between 

observed and latent variables. Considering the complexity of interpersonal relationships, 

especially in social sciences, the theoretical infrastructure provided by this approach supports 

research to become more consistent and meaningful (Kline, 2015). In addition, it is 

recommended that the predictive power and automatic learning capabilities offered by machine 

learning can open new horizons for researchers by providing innovative solutions in the analysis 

of data (James et al., 2013). Especially in the era of big data, the combination of these two 

methods enables the discovery of previously unobserved patterns and provides stronger support 

for the results. 
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In the literature, hybrid studies using SEM and machine learning together increase the quality 

and validity of research. These hybrid approaches provide researchers with a more robust 

framework for both modeling and estimation processes and are expected to provide an 

opportunity to better understand complex relationships (Müller and Faller, 2019). For example, 

applications such as identifying disease risk factors in the field of health, improving learning 

processes in education, and predicting consumer behavior in marketing are performed more 

effectively with the integration of these two methods. 

Machine learning and structural equation modeling can be combined to solve complex problems 

in research and practice. The question is not only to use SEM and ML together, but also to 

perform more powerful and flexible analyses through the integration of different methods (e.g., 

different machine learning algorithms or SEM techniques). These combinations are envisioned 

to be highly effective when working on multidimensional, dynamic and high-volume data sets. 

While SEM can be used to analyze theoretical constructs and cause-and-effect relationships 

between variables, machine learning methods (e.g. random forests, support vector machines or 

neural networks) can be used to discover data patterns and verify model fit. This can improve 

the accuracy of the model and reveal unknown relationships (Hastie et al., 2009). For example, 

in a social psychology study, theoretical constructs can be established using SEM, while ML 

algorithms can be used to test the accuracy of these constructs over large data sets (Kaplan et 

al., 2018). 

Multilevel analyses can be performed using SEM and ML techniques for hierarchical modeling. 

Here, ML is used to capture high-dimensional and complex correlations, while SEM can 

undertake the validation process of theoretical constructs. For example, researchers who want 

to conduct a multi-level analysis from individual to organizational level can use ML techniques 

in combination with SEM (Preacher and Zyphur, 2018). 

In SEM applications, sometimes there may be problems in the analysis due to model fits or 

unexpected patterns. In such cases, ML methods (e.g., anomaly detection methods or 

unsupervised learning) can be useful to test the assumptions of SEM. In this context, algorithms 

for anomaly detection can be used to verify the consistency of the SEM structural model. This 

is expected to ensure the generalizability of the model (Aggarwal, 2013). 

Deep learning is a powerful method for analyzing complex patterns. When combined with 

SEM, deep learning can be used to discover patterns in large datasets and improve the accuracy 
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and explanatory power of theoretical models constructed with SEM. For example, while 

theoretical modeling using SEM in neurological or genetic fields, it is predicted that model 

testing can be performed from biological data with deep learning (LeCun et al., 2015). 

Partial Least Squares Structural Equation Modeling (PLS-SEM), in combination with machine 

learning methods, can be highly suitable for analyzing large datasets. PLS-SEM can provide 

more powerful explanations and predictions when supported by ML methods when working 

with high dimensional variables. It is also predicted that high correlations and model 

inconsistencies in large data sets can be tested with this method (Ringle et al., 2012). 

SEM and ML can be integrated with data fusion methods when analyzing large datasets 

obtained by combining different data sources. Here, ML algorithms discover patterns from 

multiple datasets, while SEM can analyze these relationships structurally (Chen and Wang, 

2021). 

The use of SEM and ML methods through the integration of different techniques has great 

potential for improving the accuracy of analyses, modeling complex problems, and discovering 

unknown patterns. These combinations are envisioned to enable complex structural analyses, 

large dataset testing and dynamic relationships. The combination of these methods is expected 

to have an effective application area especially in areas such as health, education, finance, social 

sciences and environmental analysis. 

This study makes important contributions by comprehensively reviewing the existing literature 

on the combined use of Structural Equation Modeling (SEM) and Machine Learning (ML) 

methods. The main contribution of this study is to provide a systematic synthesis of the common 

areas of use of these two methods, demonstrating how they work together and complement each 

other. The combination of SEM's power to explain structural relationships and ML's ability to 

analyze and predict data patterns provides a powerful methodological framework for more in-

depth and comprehensive analysis. 

This paper highlights how SEM and ML methods have been effectively applied in different 

fields and discusses examples of these methods in different disciplines such as education, 

finance, health and social sciences. While SEM analyzes cause-and-effect relationships 

between variables, ML uses patterns in complex data structures to make highly accurate 

predictions (Zhang & Wang, 2016; Li et al., 2018). 
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Another important contribution of the study is that it identifies gaps in the existing literature 

and provides methodological innovations and research opportunities for future research. In this 

context, the ability of SEM and ML methods to perform multiple analyses for different 

interdisciplinary problems is emphasized. Thus, the study is intended to provide readers with 

both a literature review and guidance in terms of applied research methods. 

However, the integration of SEM and machine learning brings some challenges. While SEM is 

an approach based on testing theoretical models, machine learning mostly focuses on prediction 

performance rather than the explanatory power of the model. This difference is thought to be a 

reason for researchers to be careful when integrating both methods. Furthermore, it is very 

important to consider the strengths and weaknesses of both methods to increase the 

effectiveness of hybrid studies. As a result, it is suggested that the combination of SEM and 

machine learning can provide significant contributions to researchers both theoretically and 

practically. It is anticipated that the further development of the integration of these two methods 

in the future will increase the quality of interdisciplinary research and strengthen data-driven 

decision-making processes. In this context, hybrid approaches of SEM and machine learning 

are considered to have the potential to develop more comprehensive and effective methods for 

understanding complex social systems. It is anticipated that further research in this area will 

contribute not only to literature but also to in-depth practical applications. 
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